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Abstract—This paper explores an energy harvesting-based
approach for a jointly execution of hard periodic tasks mixed
with occurring soft aperiodic tasks in battery-powered embedded
devices. Providing an optimal solution to this scheduling issue
is challenging. Accordingly, we propose a new aperiodic task
scheduling algorithm in real-time energy harvesting (RTEH)
systems that targets at minimizing the response times of aperiodic
tasks without compromising the schedulability of periodic tasks.
Based on the slack stealing mechanism, the proposed algorithm
called Slack Stealing with energy Preserving (SSP) profits when-
ever possible from available extra processing time and available
extra energy so as to service the aperiodic tasks as soon as
possible.

Comparing to other algorithms, SSP achieves better perfor-
mance in terms of the aperiodic responsiveness under various
energy profiles and settings.

Index Terms—Real-time scheduling, energy harvesting, soft
aperiodic tasks, response time, uniprocessor device.

I. INTRODUCTION

Battery-powered embedded devices are characterized by
limited battery lifespan. In most of these devices and in
some applications, such as military, health, and environmental,
replacing batteries makes them less affordable. Consequently,
green solutions based on environmental energy have become
economically conceivable for many application fields. Further-
more, energy harvesting for small devices such as wireless
sensors offers many technological advantages, such as the con-
tinuous replenishment of battery or capacitor, better flexibility
and reliability for remote monitoring, complete autonomy
and efficiency [1], [2]. As a consequence, energy harvesting
technology has been facing a spectacular growth in global
interest in the last decade and this development will continue
in the years to come.

This paper seeks to settle a crucial scheduling problem in
hard real-time systems with energy harvesting considerations
often called autonomous real-time systems. In general, such
systems consist of hard periodic and soft aperiodic tasks.
Periodic tasks are tasks with regular arrival time and deadline
and aperiodic tasks may occur and require to be executed as
soon as possible while preserving the feasibility of the periodic
tasks.

Under fixed priority as well as dynamic priority settings,
many research efforts have been made from the eighties in
order to propose solutions to solve the underlying scheduling
problem [3]. This problem can be simply described as follows:
how to jointly execute the hard periodic tasks set mixed
with the dynamically occurring soft aperiodic tasks? Many
scheduling solutions i.e. aperiodic task servers, have been
proposed in the literature, including several ones proved to be
optimal. However, all of them have been designed for systems
with no energy limitation and they do not take energy into
consideration. Providing an optimal solution for the energy
harvesting context represents the central objective of this work
for dynamic priority-driven systems. The Earliest Deadline for
energy Harvesting (ED-H) has been proved optimal in [4]
for real-time energy harvesting (RTEH) systems composed of
hard deadline tasks. It is dynamic and may achieve maximum
processor utilization and maximum energy utilization without
restriction on energy production profile.

Accordingly, the ED-H approach represents the bearing of
our aperiodic task server in order to minimize the aperi-
odic response times without compromising the timing and
energy constraints on periodic tasks. Before going further,
we introduce an illustrative example of a real-time energy
harvesting system to show the incentive for the issue addressed
in this paper. Consider a real-time forest fire detection system
based on wireless sensor networks. The system has to early
detect and predict the fires through distributed wireless sensors
randomly which have been spread in the forest, in order to
minimize the damages and casualties. Suppose now that the
system detects a fire in the coverage area, thus transmitting a
warning signal to emergency services in order to perform an
appropriate action and to mitigate the situation. In this case,
the corresponding aperiodic job has to be executed as soon as
possible by an adequate scheduler without compromising the
whole behavior of the real-time energy harvesting system.

In this paper, we will present a new aperiodic task server
called SSP and we will describe the results of an experimental
study so as to show the gain of this new server.

The remainder of the paper is constructed as follows.
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Section II presents the related work. Section III gives a brief
explanation about the model and terminology. Section IV
presents the background materials: ED-H. Section V describes
the proposed Slack Stealing with energy Preserving (SSP)
algorithm. Section VI evaluates the new approach. Finally, the
paper concludes Section VII.

II. RELATED WORK

The problem of scheduling a mixed set of hard periodic
tasks and soft aperiodic tasks has been widely considered
when there are no energy restrictions. Under that hypothesis,
famous aperiodic task servers were proposed [3]. Among them,
there are three important families: Background, Slack Steal-
ing and Total Bandwidth [5], [6]. The classical Background
servicing is the simplest approach to handle aperiodic tasks
in the presence of periodic ones. Any pending aperiodic task
is executed only when there are no periodic task ready to
be executed. In other terms, the background server can be
assimilated to the lowest priority task of the system. The
most important problem with this approach is that under high
periodic processor utilization, aperiodic response times may
be very long and too long for some applications.

The optimal ”Slack Stealer” service is used by Chetto
and Chetto to yield the famous Earliest Deadline as Late as
possible (EDL) server [5], [7], [8]. It consists in stealing all
the possible processing time from the periodic tasks to service
the aperiodic tasks earlier [9], [10].

The Total Bandwidth Server, proposed by Spuri and Bu-
tazzo, supplies good aperiodic response times with maximum
simplicity by assigning the total bandwidth of the server to
the aperiodic task upon its arrival to the system, and then this
task is scheduled by the EDF algorithm, as any other periodic
task [6].

ED-H is the optimal uniprocessor scheduling algorithm,
in Real-Time Energy Harvesting systems (RTEH), that is
responsible for scheduling hard deadline jobs by smartly using
both processor time and energy resource so as to meet the
deadlines and to not avoid energy starvation.

In the energy harvesting context, we recently proposed two
aperiodic servers based on the background principle, respec-
tively named Background with Energy Surplus (BES) and
Background with Energy Preserving (BEP) [13]. Assuming
that the hard deadline periodic tasks are preemptively sched-
uled according to the optimal scheduler ED-H, BES server
benefits from energy surplus in the storage unit to execute the
aperiodic tasks, and BEP server executes the aperiodic tasks
as long as no energy starvation is involved for periodic tasks.
Although they can provide bounded response time to service
aperiodic tasks, the Background approaches have the drawback
that the average aperiodic processing time can be long.

As our work aims to provide an optimal solution adapted
to the energy harvesting constrained systems, a combination
of EDL and ED-H produces our proposal ”Slack Stealer
with energy Preserving” SSP server for improving aperiodic
responsiveness.

III. MODEL AND TERMINOLOGY

A. System Model

We consider the Energy Harvesting model (mentioned as
RTEH) that consists of a computing element, a set of tasks,
an energy storage unit, an energy harvesting unit and an energy
source [4].

A set of real-time tasks is evaluated and is executed on
a monoprocessor system that sustains only one operating
frequency and that consumes negligible energy in inactive
state. The system contains a set of n independent periodic
tasks. We refer to this set by τ = {τi(Ci,Di,Ti,Ei); i = 1, ...,n},
where task τi has a worst case execution time of Ci time
units, an absolute deadline Di, a period Ti and a Worst Case
Energy Consumption of Ei energy units. We assume that Ei
is not necessarily proportional to Ci [11]. The task set τ
gives rise to an infinite set of jobs which are scheduled by
the optimal monoprocessor scheduler ED-H. The processor
utilization of the periodic task set τ is Upp = ∑τiετ

Ci
Ti

which is
less than or equal to 1. The energy utilization of τ is defined
as Uep = ∑τiετ

Ei
Ti

.
We also consider Ap the stream of m soft aperiodic requests,

defined as Ap = {Api|1 ≤ i ≤ m} and Api = (ai,ci,ei). ai is
the arrival time of a soft aperiodic task, ci is the worst case
execution time and ei is the worst case energy requirement.
The finish time of Api will be denoted by fi. The parameters
of a soft aperiodic task are known when the task arrives.

B. Energy Model

The energy produced by the source Pp(t) is not control-
lable and not necessarily a constant value. It is given as
Ep(t1, t2) =

∫ t2
t1 Pp(t)dt on [t1, t2). To avoid short-term energy

shortages, we have an accurate estimation of short-term energy
within some prediction errors margin. Furthermore, an ideal
energy reservoir (e.g. super-capacitor or rechargeable battery)
is considered to continue operation even when there is no
energy to harvest. The energy reservoir receives power from
the harvester and powers the processor. The stored energy at
any time t is denoted E(t). The energy reservoir does not leak
any energy over time. If it is fully charged at time t and if
we continue to charge it, energy is wasted. In contrast, if it
is fully discharged at time t (energy depletion), no job can be
executed [4].

IV. EARLIEST DEADLINE FOR ENERGY HARVESTING
SYSTEMS (ED-H) SCHEDULING

In this section, we present an algorithm which has been
presented for scheduling tasks that operate in real-time energy
harvesting systems and has been proved optimal [4]. The
intuition behind the novel energy-aware ED-H is to run jobs
according to Earliest Deadline First (EDF) rules, but this
decision is constrained by the use of the notion of slack
energy to predict eventual future energy failures. If a job
has the potential to miss its deadline in the future due to
energy insufficiency, the current jobs are delayed as long as
possible by expanding the available slack time to replenish a
maximum of energy. In our algorithm, we use the EDL server



[7] to compute the slack time and determine the busy periods
of periodic tasks. Furthermore, when the energy reservoir is
fully replenished during an idle period, the algorithm resumes
executions in order to avoid energy waste. By definition, the
slack energy of a job Ji at time t represents the maximum
energy that can be consumed to execute jobs from t until the
deadline of Ji, while still guaranteeing energy requirements
and deadlines [4].In other words, it means the maximum
amount of idle time that can be used to delay executions
without violating deadlines. Fundamental scheduling concepts
required in the energy harvesting system are: slack time and
slack energy.

1) The slack time at time t gives the available processor
time after executing uncompleted jobs with deadlines at or
before di. It is given by:

STJi(t) = di − t −h(t,di) (1)

where h(t,di) is the total processing demand of uncompleted
jobs at t with deadline at or before di. By definition, the slack
time of a periodic task set τ at current time t as follows:

STτ(t) = min
di>t

STJi(t) (2)

The slack time represents the maximum continuous time of
processor that could be existing at time t while still meeting
the deadlines of all the tasks. It is computed using EDL
algorithm [8] and will be used to recharge the battery.

2) The Slack Energy at time t is the maximum quantity
of energy that can be used on the time interval [t,di) while
guaranteeing enough energy for jobs released at or after t and
deadline at or before di. The slack energy of Ji at current time
t by equation 3.

SEJi(t) = E(t)+Ep(t,di)−g(t,di) (3)

where g(t,di) represents the total energy required by jobs
on the time interval [t,di). It is worth noting that if there
exists some job Ji such that SEJi(t) = 0, executing any other
job with a deadline higher than di within [t,di) will involve
energy starvation for Ji.

Thus, the slack energy of the periodic task set τ at current
time t represents the maximum energy surplus that the system
could consume instantaneously at t. The slack energy at t is

SEτ(t) = min
t<di

SEJi(t) (4)

3) The preemption slack energy at the current time t gives
the maximum energy that could be consumed by the active
job whilst guaranteeing absence of energy starvation for jobs
that may preempt it. Let d be the deadline of this active job.
The preemption slack energy at t is

PSE(t) = min
t<di<d

SEJi(t) (5)

V. SLACK STEALING WITH ENERGY PRESERVING (SSP)
ALGORITHM

In this section, we present a new server, namely SSP
(Slack Stealing with energy Preserving) which builds upon
previous research into slack stealing algorithms including the
EDL scheduler. The EDL server determines the maximum
processing time which may be stolen from hard deadline
periodic tasks, without jeopardizing their timing constraints.
Periodic tasks are scheduled according to the EDF scheduler.
The EDL server was extended to tasks with synchronization
constraints [9]. An approximate version of the EDL server
was proposed to reduce the runtime overheads due to high
computation costs. The original slack stealer, EDL is greedy
since the available slack time is always consumed if there is
at least one aperiodic task ready to run.

The main principle of the slack stealer SSP for aperiodic
servicing with ED-H is to authorize aperiodic job executions
as long as it does not involve a deadline violation for all the
jobs generated by the periodic task set τ. Let us recall that a
deadline violation occurs either because of processing time
starvation (lack of time to complete a task before deadline)
or energy starvation (lack of energy to complete a task before
deadline).

This leads us to consider the system slack at current
time t as a pair of values respectively called slack time and
slack energy. The slack time of τ at time t is defined as
the maximum processing time which is available at t after
executing timely the tasks of τ. Slack time is a dynamic value
that expresses variation of processing surplus. Its computation
permits to determine whenever necessary for how long time
the processor could be let either idle or busy executing
additional tasks such as aperiodic ones.
The slack energy of τ at time t is defined as the maximum
energy which is available at t after executing timely the tasks
of τ. Slack energy is also a dynamic value that expresses
variation in energy surplus. Its computation permits to
determine whenever necessary how much energy could be
either wasted or consumed executing additional tasks such as
aperiodic ones.

In summary, the basic idea of the SSP server is to steal as
much as possible both processing time and energy. It leads to
execute the aperiodic tasks as soon as possible while avoiding
energy starvation and deadline missing for periodic tasks.
Whenever no aperiodic tasks are present, the periodic tasks
are operated classically with the ED-H scheduler.

Whenever new aperiodic task arrives, it uses the collected
values of slack time and slack energy to decide to service
either an aperiodic task or a periodic one.

The slack stealer SSP can be viewed as a task which
is ready for execution whenever the aperiodic queue is



non-empty. This task is suspended when the queue is empty.
The slack stealer receives the highest priority whenever there
is slack i.e both slack time and slack energy. It receives the
lowest priority whenever there is either no slack time or no
slack energy. The slack stealer SSP selects the aperiodic tasks
in FCFS order.

The framework of the SSP scheduling algorithm is as
follows:

Algorithm 1 Slack Stealing with energy Preserving (SSP)
Input:
Current time
A list of periodic tasks at t L(t)
A list of aperiodic tasks at t Ap(t)
Output: SSP Schedule.

1: t = 0
2: while (1) do
3: if Ap(t) is not empty AND energy reservoir is not empty

AND SlackEnergy(t)> 0 AND SlackTime(t)> 0 then
4: /*schedule FCFS (Ap(t))*/
5: else
6: /*schedule ED-H(L(t))*/
7: end if
8: t := t +1
9: end while

The property of optimality of SSP is attained if the actual
execution time of aperiodic requests is equal to the worst
execution time. In that, SSP minimizes the response times of
aperiodic requests.

Theorem 1: [12] All periodic tasks meet their deadlines
when scheduled according to ED-H with the slack stealer for
aperiodic servicing.

Theorem 2: [12] For any periodic task set scheduled ac-
cording to ED-H and a stream of aperiodic tasks processed
in FIFO order, the slack stealing algorithm minimizes the
response time of every aperiodic task, amongst all algorithms
which are guaranteed to meet all deadlines.

A. Illustrative Example

Consider a periodic task set Γ that is constituted of
two tasks, Γ = {τi | 1 ≤ i ≤ 2 and τi = (Ci,Di,Ti,Ei)}. Let
τ1 = (4,9,9,18) and τ2 = (3,12,12,18). Let us consider also
Ap = {Ap j | Ap j = (a j,c j,e j)} the stream of 2 aperiodic tasks
where Ap1 = (9,1,5) and Ap2 = (18,3,15). We suppose that
the energy storage capacity is E(0) = 10 and the rechargeable
power, Pp , is constant along time and equals 4.

At time 0, the residual capacity of the storage unit
is maximum since the storage is full. τ1 is the highest
priority task which finishes at time 4 and consumes 18
energy units. At time 4, the residual capacity is given by
Emax −E1 +Pp ∗C1 = 8. Now, τ2 has the highest priority. It
executes completely until time 7 and consumes 18 energy

units. The residual capacity equals 2 energy units.

From t = 7 until t = 9, the processor remains idle and the
energy level at t = 9 is E(9) = 10 energy units.
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Fig. 1. Aperiodic servicing with the slack stealer SSP.

At time 9, Ap1 is released. As the storage unit is not empty,
the slack time is positive (equal to 5) and the slack energy
is positive (equal to 4), Ap1 is authorized to execute and to
consume a maximum of 5 energy units. After its execution,
the residual capacity falls at 9. At time 10, according to the
ED-H scheduler, we continue to schedule the tasks till time
18 where the aperiodic task Ap2 is released. Here, we have
to check again if we abide by the three conditions: 1) the
reservoir is not empty (5 energy units), 2) the slack time is
strictly positive, equal to 5 and 3) the slack energy is strictly
positive and equal to 23. Consequently, Ap2 is authorized
to execute immediately for executing during 3 units of time
and for consuming 15 units of energy. Periodic tasks execute
according to ED-H till the end of the hyperperiod where the
energy reservoir contains 4 energy units, as illustrated by
Figure 1.

We notice that the aperiodic tasks Ap1 and Ap2 are executed
at the earliest time instant regarding processor and energy
availabilities whilst the periodic tasks are deferred as much as
possible. We observe that the response times of the aperiodic
tasks Ap1 and Ap2 are 1 and 3 units of time, respectively,
which is a clear evidence of minimizing the aperiodic respon-
siveness.

VI. PERFORMANCE EVALUATION

In this section, simulation results are presented to demon-
strate the variation of the average response times of soft
aperiodic tasks under four different energy profiles: constant,
sine wave signal of period π = 2, a rectifier, and a pulse signal
with a 20% duty-cycle (Figure 2). The different waveforms
produced are periodic.



We assume that the recharging power Pp for the first profile
is constant and equal to 5. The output power of the three
profiles (Figure 2) is supposed variable between 2 and 17.
The minimum size of the reservoir (Emin) for the different
profiles should not be less than the area of each profile.
The objective is to minimize soft aperiodic responsiveness,
while still maintaining the feasibility of periodic tasks. At this
prospect, we compared the performance of the SSP algorithm
to that of the Background with Energy Surplus (BES) server
and the Background with Energy Preserving (BEP) server
[13]. Under the BES server, aperiodic tasks should wait for
the total replenishment of the storage unit and for the non
existence of periodic tasks to execute. Under the BEP server,
aperiodic tasks execute only if their energy consumption does
not provoke possible energy starvation for any periodic task.
This is guaranteed by computing the so-called slack energy
of the system which gives at every instant, the maximum
energy which could be consumed while still guaranteeing
energy feasibility of periodic tasks. We may easily predict
that the BEP server will outperform the BES server.

It is worth noting that throughout our simulation studies,
we assume that a total energy load Ue includes 50% of the
periodic energy utilization Uep and 50% of the aperiodic
energy load Ues. Similarly, a total processing load Up in-
corporates 50% of the periodic processor utilization Upp and
50% of the aperiodic utilization Ups. The periodic task set
is composed of 20 tasks with periods, durations and energy
requirements randomly generated. Periods and computation
times are distributed uniformly, corresponding of Upp. Their
energy requirements depend on Uep. Periodic task sets are
considered to be schedulable in terms of processing time and
energy. For aperiodic tasks, by modeling a poisson aperiodic
arrival, we generate a total of 15000 aperiodic jobs with
execution times and energy consumption uniformly distributed
depending on Ues and Ups. Interarrival times are picked and
predefined at the start of each experiment so that the aperiodic
task arrived and executed before the end of the hyperperiod
H.
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Fig. 2. Energy source profiles under study.

The evaluations are performed for a total energy utilization
applied to the system, which varies from 5% to 100%,
while the total processing utilization load remains constant
(Up = 0.6). For a given Ue/Pp, each point of SSP, BES and
BEP is computed over 100 simulations. The four simulation
experiments depicted in Figures 3, 4, 5 and 6 refer to the
results obtained for constant profile, Sine wave with period
π = 2, Rectifier signal and Pulse signal of 20% duty-cycle
respectively. They illustrate the mean aperiodic response time
which is normalized with respect to the aperiodic computation
time. In this way, a value of 2 on the y-axis means an average
response time 2 times longer than the task computation time.
The lower the response time curve lies on these graphs, the
better the algorithm is for enhancing the aperiodic response
time.

The graphs plainly show that SSP outperforms the BEP
and BES algorithms under all energy profiles. This confirms
our theoretical analysis that has been performed without any
restrictive assumption on the production of energy along time.
This advantage is all the more significant as the total energy
utilization is higher due to smart profit of slack energy. For
example, under the constant profile (Figure 3), if we consider
the SSP server provides a response time at least 22% lower
compared to background servers.
Moreover, BEP performs better than BES with a small devia-
tion and exhibits a significant degradation with respect to the
BEP algorithm (Figure 6) under the Pulse signal profile.
It is expected that the results of the Pulse model show that the
performance obtained for the three algorithms and in particular
for BES is slightly less than ones obtained under the three
other models. For example, the responsiveness by BES under
the Pulse signal profile is at least 12.5% less than the other
profiles. The reason is that the power is only harvested on 20%
duty-cycle of the overall signal and BES permits aperiodic
tasks to be only executed when the energy reservoir is full,
which leads to an increase in aperiodic responsiveness.
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Fig. 3. Normalized aperiodic response time with respect to Ue/Pp, for Up=0.6
under constant profile.
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Fig. 4. Normalized aperiodic response time with respect to Ue/Pp, for Up=0.6
under sinusoidal signal of period π/2.
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Fig. 5. Normalized aperiodic response time with respect to Ue/Pp, for Up=0.6
under rectifier signal.
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Fig. 6. Normalized aperiodic response time with respect to Ue/Pp, for Up=0.6
under pulse signal.

VII. CONCLUSION

In this paper, we presented a new optimal server for the
scheduling of an hybrid task set composed of hard deadline
periodic tasks and soft aperiodic tasks adapted to a dynamic
real-time system powered by renewable energy harvesting. The
SSP server aims to enhance the average response time for
aperiodic tasks where periodic tasks are scheduled according
to the optimal ED-H algorithm. It takes profit from energy
surplus as well as processing time surplus to execute the

aperiodic tasks at the earliest time instant as it was proved
theoretically.

The performance evaluation has shown the impact of
the energy profile on the aperiodic responsiveness of SSP.
It confirms that the SSP policy, compared with the two
background strategies BEP and BES, allows a much better
responsiveness (at least 9% lower) for the aperiodic activities
under various harvested energy profiles.
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